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Abstract—The optimization of printed circuit board as-6
sembly (PCBA) for a beam head placement machine is a7
multivariable and multiconstraint combinatorial problem.8
Current techniques falter in solving a variety of PCBA prob-9
lems since heuristic algorithms lack theoretical guarantees10
of optimality, and mathematical modeling methods have11
high computational complexity for the whole problem. This12
article proposes a novel two-phase optimization for PCBA,13
integrating the advantages of mathematical modeling with14
heuristic algorithms. We divide the problem into the head15
task assignment and the placement route schedule. For16
the former, an effective integer linear programming model17
with component partition is proposed, encompassing key18
efficiency-influencing factors. A recursive heuristic-based19
initial solution speeds up the solving convergence, while20
the reduction strategies enhance model solvability. For21
the placement route schedule, a tailored greedy algorithm22
yields high-quality solutions, leveraging the results of the23
model, and an aggregated route relink heuristic does fur-24
ther optimization. In addition, we propose a selection cri-25
terion for the solution pool of the model to pre-evaluate26
the placement movement, which builds the connection be-27
tween the two phases. Finally, we validate the performance28
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of the two-phase optimization, which provides an aver- 29
age efficiency improvement of 8.66%–21.83% compared to 30
other mainstream research. 31

Index Terms—Beam head placement machine, head task 32
model, PCB assembly optimization, placement route sched- 33
ule. 34

I. INTRODUCTION 35

SURFACE mount technology is essential to the electronic 36

manufacturing industry. The need for higher efficiency in 37

production lines has become more acute in electronic industries 38

with the expansion of the manufacturing sector. The placement 39

machines utilized to execute automated component surface as- 40

sembly operations are the most crucial equipment in integrated 41

printed circuit board assembly (PCBA) lines [1]. Developing 42

surface assembly equipment is a systematic project involving 43

multiple subjects, including visual recognition and positioning, 44

advanced motion control, scheduling techniques, etc. In this 45

article, we study the scheduling optimization techniques of the 46

PCBA process using mathematical programming and heuristic 47

algorithms. 48

The mechanical design of the beam head placement machines 49

comprises placement heads, feeders, nozzles, and other con- 50

nected accessories. They collaborate in three steps of the as- 51

sembly process: component pickup, inspection, and placement. 52

The heads are equipped with appropriate nozzle types for various 53

types of components and are designed for pickup and placement 54

operations. The components are picked up from feeder slots by 55

linearly aligned heads simultaneously and placed in the PCB 56

pads, which consist of a pick-and-place (PAP) cycle. When the 57

nozzle on the head is incompatible with the component type 58

picked up from the feeders, a nozzle change operation is done 59

at the auto nozzle changer. 60

Early PCBA optimization research focuses on modeling sim- 61

ple machine types, such as single-head sequential PAP ma- 62

chines [2] and multiheads for single component type placement 63

machines [3]. The integrated model for PCBA optimization has 64

characteristics that combine the models for several subproblems. 65

Studies in [2] formulated a model to solve component sequenc- 66

ing and feeder assignment simultaneously, and studies in [4] 67

enhanced the model with nozzle assignment for the multiheads 68

case. 69
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Fig. 1. Framework of two-phase optimization with the ILP model and
heuristic algorithms.

The high complexity of the problem makes decomposition70

modeling necessary. As an extension of [3] for the multiheads71

and multicomponent types, a two-stage mixed integer program-72

ming model is proposed in [5] to optimize the nozzle component73

assignment and assembly route schedule, respectively. In [6],74

the problem is decomposed into hierarchical mixed integer75

pickup and placement models. Studies in [7] presented a problem76

decomposition approach for component machine allocation and77

placement sequence problems, which are modeled separately.78

Moreover, a few of the studies model the subproblems therein,79

such as the nozzle assignment model in [8] and [9] and the feeder80

module change model in [10]. Edge-based and route-based mod-81

els have been developed in [11] for placement route schedules,82

and a branch-and-price method with effective branch rules solves83

the latter.84

A series of techniques are applied in the modeling process to85

enhance its solvability. Studies in [12] presented a mathematical86

model based on pickup groups to reduce the scale of the model,87

whereas studies in [13] proposed an aggregated integer program-88

ming based on batches of components. In [14], an augmented ε89

method was proposed to optimize multiple subobjectives by the90

curve matching method.91

The large space of the solutions leads to the design of im-92

proved heuristics [15], and mathematical models are combined93

with them for higher computing efficiency. Hybrid genetic [12],94

[16], [17], tabu search [3], [18], particle swarm [19], frog leap-95

ing [20], [21], and other intelligent optimization algorithms are96

integrated to the PCBA optimization. Moreover, multiobjective97

optimization is also integrated with intelligent optimization; for98

instance, studies in [14] presented multiobjective particle swarm99

optimization, and studies in [22] integrated intelligent algo-100

rithms with curve matching techniques. A cluster-based heuristic101

is applied to group components based on their properties with102

single gantry [23] and dual gantry [24] placement machines to103

optimize the PAP sequence.104

In this article, a two-phase optimization method combines105

integer linear programming (ILP) models and heuristic algo-106

rithms with the framework shown in Fig. 1. In the first phase,107

we extract the primary objectives of the ILP model for the head108

task assignment, which is related to the pickup route. A series of 109

techniques are proposed to improve the efficiency of model solv- 110

ing. In the second phase, we solve the placement route schedule 111

problem of the assembly process using heuristic methods. The 112

combination of mathematical modeling and heuristics ensures 113

the high-quality of the major subobjectives while taking into 114

account the overall solving efficiency of the algorithms. 115

The main contributions of this article are summarized as 116

follows: 117

1) An effective integer linear model for the PCB assembly 118

process is proposed to optimize the primary subobjec- 119

tives of the assembly process. The model preprocessing 120

techniques are studied to improve search efficiency. 121

2) A placement greedy route schedule for linearly aligned 122

heads is proposed with the constraint of the head task 123

assignment, and the solution is further optimized by a 124

route relink heuristic, enabling efficient assembly. 125

3) A pre-evaluation selection criterion is present for the one 126

from the solution pool, which overcomes the drawback 127

that modeling without movement terms may degrade the 128

quality of the solution. 129

The rest of this article is organized as follows. In Sections II 130

and III, respectively, each phase of the proposed framework 131

is discussed. An ILP model based on the analysis results of 132

the assembly process and its solving techniques is proposed 133

in Section II. The placement route schedule heuristics with 134

determined greedy and random relink heuristic algorithms are 135

present in Section III. In Section IV, we give the experimental 136

comparative results with a commercial optimizer Gurobi [25]. 137

Finally, Section V concludes this article. 138

II. HEAD TASK MODEL FORMULATION 139

A. PCB Assembly Problem 140

The PCBA process comprises several aspects, and the PAP 141

operations, nozzle change operations, and movements are the 142

most critical aspects that affect efficiency. The mechanism of 143

beam heads is specially designed for simultaneous pickup op- 144

erations to improve efficiency, whereas the placement operation 145

time is determined by the PCB data. The heads can assemble 146

different components by changing a compatible nozzle, which 147

is time-consuming and often discouraged. Beam head move- 148

ments consist of pickup, placement, and round-trip movements 149

between the feeder base and PCB. The number of PAP cycles 150

affects the round-trip movements, and the slots where the com- 151

ponent feeders are installed affect the pickup movements. 152

The nozzle types, component types, and pickup slots are the 153

three basic compositions of the head task assignment. We call 154

the consecutive PAP cycles with the same head task assignment 155

as the cycle group. The objective of the model entails the primary 156

subobjectives, except for the movements of the gantry, which are 157

optimized by the route schedule method. The PCBA process can 158

be regarded as a capacitated vehicle route schedule problem [12], 159

with restriction of a head-accessible point set, which proves it 160

is an NP-hard problem, and the extra constraints rather increase 161

the difficulty of solving the problem. 162

The assumptions for the PCBA process are listed below: 163
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TABLE I
NOTATIONS SUMMARY OF THE MATHEMATICAL MODEL

1) The compatibility between the nozzle and component164

types is predetermined.165

2) The assembly time of the different types of components166

is the same, and the capacity of the feeder base is much167

larger than the requirement.168

3) The interval between adjacent heads is the integer time169

of the interval between adjacent slots for simultaneous170

pickup.171

4) The time spent moving to the ANC for nozzle change is172

included in the nozzle change time, and the number of173

nozzle types is less than the number of heads.174

B. Integer Linear Programming Model175

An integer model for the head task assignment is derived based176

on [6], where the components are partitioned into different cycle177

groups. The notations of the integer model are summarized in178

Table I. The objective (1) of the model is the weighted sum of the179

number of PAP cycles, nozzle changes, and pickup operations180

minT1 ·
∑
l∈L

wl + T2 ·
∑
h∈H

∑
l∈L

nlh + T3 ·
∑
s∈Se

∑
l∈L

wl · psl.

(1)

The nonlinear term wl · psl in the objective can be substituted181

by an intermediate variable λsl, which represents the number of182

pickups from slot s in cycle group l and can be linearized with183

big-M method as 184⎧⎨
⎩

λsl ≤M · psl,
λsl ≤ wl, ∀s ∈ Se, l ∈ L.
λsl ≥ wl −M · (1− psl) ,

(2)

Constraint (3) ensures that the sum of placement points of 185

component type i in all cycle groups equals the number of points 186

on the PCB 187∑
h∈H

∑
l∈L

wl · uihl = φi ∀i ∈ I. (3)

The nonlinear term of constraint (3) can also be linearized, 188

similar to the linearization of the nonlinear term in the objective 189

function. 190

Constraints (4)–(5) convert the pickup slot to the leftmost 191

head-aligned one, so that the number of pickup operations in a 192

cycle group can be computed directly 193

psl ≥ v[s+(h−1)·r]hl ∀h ∈ H, s ∈ Se, l ∈ L (4)∑
h∈H

v[s+(h−1)·r]hl ≥ psl ∀s ∈ Se, l ∈ L. (5)

The number of nozzle changes between cycle groups l and l + 194

1 is determined by Constraint (6). Since the boards take over 195

during the assembly process, we can regard the (|L|+ 1)st cycle 196

as the first cycle of the next board 197

nlh =
1
2
·
∑
j∈J

∣∣zjhl − zjh(l+1)

∣∣ ∀h ∈ H, l ∈ L. (6)

The nonlinear term of absolute value can be further linearized 198

as present in [13], which is replaced by the sum of two positive 199

terms n+
jhl and n−jhl as 200⎧⎪⎨

⎪⎩
nlh = 1

2

∑
j∈J

(
n+
jhl + n−jhl

)
zjhl − zjh(l+1) = n+

jhl − n−jhl ∀j ∈ J, h ∈ H, l ∈ L

n+
jhl ≥ 0, n−jhl ≥ 0.

(7)

There is a coupling between the two decision variables uihl and 201

vshl, and the product of the two γishl determines the feeder 202

assignment as 203

fsi ≥ γishl ∀i ∈ I, s ∈ S, h ∈ H, l ∈ L (8)∑
h∈H

∑
l∈L

γishl ≥ fsi ∀s ∈ S, i ∈ I (9)

with the nonlinear term γishl = uihl · vshl, which represents 204

whether the head h picks up components i from slot s in cycle 205

group l, is rewritten as 206⎧⎨
⎩
γishl ≤ uihl,
γishl ≤ vshl, ∀i ∈ I, s ∈ S, h ∈ H
γishl ≥ uihl + vshl − 1, l ∈ L.

(10)

Component assignment determines the pickup slots, and Con- 207

straint (11) specifies the relationship between the result of the 208

pickup operation and component assignment 209∑
s∈S

vshl ≥
∑
i∈I

uihl ∀h ∈ H, l ∈ L. (11)
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Algorithm 1: Initialized Heuristic for the ILP Model.

Besides the above revised constraints, the constraints on tool210

consistency and compatibility are given in [6].211

C. Initial Solution With Heuristic Algorithm212

The proposed model solving is a complex computing process213

in the branch-and-cut framework, and a high-quality initial214

solution could eliminate the blindness search and speed up215

convergence to the optimal solution. In addition, the number216

of cycle groups |L| is still an uncertain hyperparameter, which217

has a significant impact on the model complexity and solution218

quality. An initialized heuristic is proposed to determine both219

the initial solutions and the hyperparameter of the model.220

The pseudocode of the initialized heuristic presented in Al-221

gorithm 1 consists of two parts. The head nozzle assignment222

result is determined in the first part (lines 2–6), i.e., the number223

of available heads Hj of nozzle type j under the condition224

that minimizing the number of cycles without nozzle change.225

After that, the algorithm recursively searches for a feasible226

solution by adding the placement points of the cycle group set227

L (lines 7–14). The heuristic findings workload resultsWl and228

component assignment Clh offer the initial solution of the model,229

i.e., (12). Clh is the component type of head h in cycle l230

w
(0)
l =Wl, u

(0)
Clhhl = 1 l ∈ L, h ∈ H. (12)

The recursive function is implemented as shown in Algorithm 2,231

which is to iteratively allocate components in a nondecreasing232

order of points, following the cycle group index. There are three233

possible cases for the return of the recursive process. Except for234

success, which indicates an initial solution has been found, fail235

indicates that the model is infeasible for the given cycle groupL,236

while backtrack indicates that the current workload d for cycle237

group l is unsolvable and another try is executed with a new238

workload d− 1.239

D. Complexity Reduction Strategies for the Model240

When dealing with actual production data, the high com-241

plexity of the model makes it difficult to obtain a high-quality242

solution in a reasonable time, and it is necessary to appropriately243

Algorithm 2: Implementation of Function recursive.

reduce the complexity of the model in accordance with the 244

features of PCBA, which focus on two aspects. 245

1) Limit the Values of Decision Variables: As the feeders are 246

densely arranged in an area of the feeder base, slots farther 247

away from the PCB are always ignored. The consecutive slots 248

with an equal number of feeders are valid, and we define the 249

leftmost valid slot as the reference slot, which is decided by the 250

component assignment and consists of the following steps. 251

Step I: Average a weighted sum of the assembly heads for 252

different types of components i with their workload 253

hi ←
∑
l∈L

∑
h∈H

uihl · h · wl

wl
. (13)

Step II: Convert the x coordinate of all the placement points to 254

the position of the leftmost head and average the value 255

x←
∑
p∈P

xp −
∑

i∈I ζip · hi · τ
|P | (14)

where xp and yp are the x coordinate and the y coordinate of 256

placement point p, respectively. 257

Step III: Calculate the average number of slots that the heads 258

crossed by for the pickup process in one cycle on the feeder base 259

Δs←
∑
l∈L

R{vshl · (s− h · r) | vshl �= 0, s ∈ S, h ∈ H}
wl

(15)

whereR{·} denotes the range of the set. 260

Step IV: Determine the reference slot sREF based on the 261

head pickup range (slots crossed by) and the average placement 262

position of the head 263

sREF ←
⌊
x− sF1

τ
· r + Δs+ 1

2

⌋
+ 1 (16)
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where sF1 is the x coordinate of the leftmost slot on the feeder264

base. The feeder slot for component type i is computed from265

the solution of the model and the reference slot position, i.e.,266

sREF + r ·
∑

s∈S s · fsi.267

2) Reduce the Range of Feasible Domains: The solution268

space of the model is cut by adding constraints to further269

improve the solving efficiency. Constraints (17)–(19) are not270

the necessary condition for model solving but are utilized to271

reduce the range of feasible domains further, which round out272

inappropriate solutions ahead of time.273

Constraint (17) ensures that the lower cycle group has a higher274

priority in picking up components with more PAP cycles275

wl ≥ wl+1 ∀l ∈ L\ {|L|} . (17)

The heuristic solution Wl gives the worst case for the number276

of total PAP cycles without nozzle change, and an optimal case277

is that all heads divide components equally; two of these cases278

give the upper bound and lower bound of cycle groups in279 ⌈∑
i∈I

φi/ |H|
⌉
≤

∑
l∈L

wl ≤
∑
l∈L
Wl. (18)

The empty heads raise the computational effort required for the280

nozzle change objective, and Constraint (19) gives a general case281

in which all heads have nozzles, even if they do not pick up any282

components283 ∑
h∈H

∑
j∈J

zjhl = |H| ∀l ∈ L. (19)

E. Selection Criterion of Solution Pool284

Fully modeling the PCBA problem is both complicated and285

impractical. The proposed model specifies only the compo-286

nent assignment and feeder arrangement. However, its objective287

function does not account for pickup movement. There is also288

insufficient information on the points and sequence in which289

the heads are placed, resulting in different placement pathways.290

As the solutions of the model are not unique, and standard291

solvers can systematically search for a solution pool, which is a292

collection of optimal solutions, we propose a fast pre-evaluation293

heuristic criterion for selecting one result from the pool. The294

assignment of the head task determines the path of the pickup295

process as296

E1 =
τ

r
·
∑
l∈L

wl · R {vshl · (s− h · r) | vshl �= 0,

s ∈ S, h ∈ H} . (20)

The placement points set for each head is constrained by the297

component assignment of the model. We evaluate the placement298

process by assigning the first wl points of the component type299 ∑
i∈I i · uihl to the headh, followed by the subsequentwl points,300

etc. The placement route is scheduled using the centroids of the301

assigned points for each head in the cycle group, and E2 denotes302

the length of placement movement. Out of all the solutions in303

the pool, the one with the minimal E1 + E2 is selected for the304

next phase of optimization.305

III. ROUTE SCHEDULE HEURISTIC 306

The placement route scheduling problem has a wide solution 307

space, and on the basis of the mechanical structure of beam- 308

heads, we propose greedy based and route relink heuristics for 309

the placement route schedule. 310

A. Greedy-Based Route Schedule Heuristic 311

The greedy-based route schedule heuristic consists of the 312

following steps. 313

Step I: Compute the x coordinate of left boundary α and right 314

boundary β of the PCB and repeat through the Step II to Step 315

VII with the search step δ = (β − α)/(2 · |H|) and three distinct 316

search directions: from left to right (L→ R), from right to left 317

(R→ L), from center to edge (C→ E). 318

Step II: Generate the starting point list Ŝ and head list Ĥ, 319

which are linear sequences based on the search direction 320

L→ R: Ŝ = {α+ (h− 1) · δ | h ∈ H}, Ĥ = H . 321

R→ L: Ŝ = {β − (h− 1) · δ | h ∈ H}, Ĥ = {|H|+ 1− h| 322

h ∈ H}. 323

C → E: Ŝ = {(3 · α+ β)/4 + (h− 1) · 2/δ | h ∈ H}, Ĥ 324

= {	|H|+ 1/2
 − (−1)h · (	h/2
 − 1/2)− 7/2 | h ∈ H}. 325

The head list Ĥ represents the sequence in which the different 326

heads are assigned to the search direction. 327

Step III: Repeat through the cycle index k ∈ K, where K = 328

{1, 2, . . . ,
∑

l∈L wl} and initialize Pk as a 1× |H| array with 329

elements of −1, which represents the placement result. 330

Step IV: Repeat through search direction L→ R, R→ L, C 331

→ E with starting point Θ ∈ Ŝ . 332

Step V: Iterate through all the heads h ∈ Ĥ. If h is the first 333

one, find the point nearest to the starting point in the horizontal 334

direction 335

p← argmin
p′∈{p′′ |ι(p′′)=∑

i∈I i·uihl,p′′∈P}
|xp′′ −Δτh−Θ| (21)

where Δτh = (h− 1) · τ and ι(p) is the component type of 336

placement pointp. Otherwise, sort the assigned placement points 337

and calculate the moving distance 338

Xp ← {xPkh
−Δτh | Pkh �= 1, h ∈ H} ∪ {xp} (22)

Yp ← {yPkh
| Pkh �= 1, h ∈ H} ∪ {yp} . (23)

Note q is the index of X with the qth smallest coordinate of x 339

axis, and 340

p← argmin
p′∈P ′

Xp′−1∑
q=1

max
(∣∣Xp′q −Xp′(q+1)

∣∣
∣∣Yp′q − Yp′(q+1)

∣∣) . (24)

Step VI: Update the placement assignment result Pkh ← p, 341

P ← P\{p}, go to Step V until Pkh �= −1, ∀h ∈ H . 342

Step VII: Dynamic programming for route scheduling in 343

each cycle and storing the Chebyshev moving distance. The x 344

coordinate of the center point Φ equals
∑

h∈H xPkh
/|H| and its 345

y coordinate equals the pickup position of the feeder slot. The 346
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Algorithm 3: The Flow of ARRH Algorithm.

transfer equation is written as347

F (Φ, {Φ})← 0 (25)

F
(
h, Ĥ′ + {h}

)
← min

h′∈Ĥ′

{
F
(
h′, Ĥ′

)
+ g (h, h′)

}
Ĥ′ ⊆ Ĥ = H ∪ {Φ} , h ∈ H (26)

if h �= Φ and h′ �= Φ,348

g (h, h′)=max
(∣∣xPkh

−xPkh′ −Δτh−h′
∣∣ , ∣∣yPkh

−yPkh′

∣∣)
(27)

otherwise349

g (h,Φ) = max (|xPkh
− Φx −Δτh| , |yPkh

− Φy|) (28)

with final result equals minh∈Ĥ{F(h, Ĥ) + g(h,Φ)}.350

The dynamic programming determines the placement posi-351

tion of each head, and the sequence in which the heads are placed352

is solved. The placement sequence pairQ is formed by arranging353

the two heads sequentially.354

Step VIII: Compare the total moving distance and get the355

placement assignment result with the minimal one.356

Fig. 2. Experimental platform of the placement machine.

TABLE II
BASIC PARAMETERS OF THE PCB DATA

B. Aggregated Route Relink Heuristic (ARRH) 357

An ARRH is proposed for the placement route improvement, 358

and its flow is shown in Algorithm 3. The primary principle of 359

the algorithm is to reallocate the off-center points in each cycle. 360

The design of the algorithm is based on the average position 361

and moving distance in each cycle (line 1). The cycle and its 362

corresponding off-center point are determined based on the 363

moving distance and offset, respectively (line 4). The swapping 364

cycle, which is nearest to the off-center point, and the swapping 365

point are further determined (line 5–11). After performing the 366

relink operation (line 12), the distribution of the cycle can be 367

more concentrated. The proposed cycle_schedule relinks the 368

placement routes with a plain idea for searching faster: sorting 369

the placement points nondecreasingly w.r.t. the coordinate of x 370

axis and allocating them on the head from left to right. 371

IV. EXPERIMENT RESULT 372

A. Experiment Setup 373

This article solves the model using Gurobi 10.0 and Python 374

3.10 on the Intel(R) Core(TM) i5-11400 @2.60 GHz with 16 G 375

RAM. Five times of runs are implemented with each PCB, 376

and the average values are recorded as the comparative results. 377

The proposed two-phase PCBA optimization (TPPO) is com- 378

pared with four representative decomposition-based algorithms, 379

including a component placer optimizer (CPO) employed in 380

industrial software, hybrid genetic algorithm (HGA) [12], ag- 381

gregated model (AGM) [13], and cell division genetic algo- 382

rithm (CDGA) [17]. The experimental platform of a self- 383

developed placement machine is shown in Fig. 2. 384

In Table II, which lists the basic parameters of the PCB data, 385

we select ten different PCB data; among them, the first one is an 386

international standard speed test board IPC9850; the second to 387

fifth data with relatively fewer component types and randomly 388
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TABLE III
PARAMETER SETTING OF THE TWO-PHASE ALGORITHM

Fig. 3. Histogram of the subobjectives comparison between the pro-
posed model and other mainstream algorithms.

generated placement points are applied to test the generalization389

of the algorithm; and the last five are selected from actual390

industrial sites, to validate the application of the algorithm in391

practice.392

The parameter settings of the proposed algorithm are listed393

in Table III. In the first phase, we set the pool parameters and394

search mode, as well as the coefficients of the model, based on395

the impact of the metrics on assembly efficiency. We specify396

the terminated condition as the currently optimal solution has397

not changed for more than 30 s because it takes a long time to398

solve the model completely. The big-M value for linearization399

equals the number of placement points. The search mode is set400

to prioritize the 30 best solutions within the gap of 10−4. In the401

second phase, the search step is dependent on the PCB layout,402

and the route roulette wheel is chosen for the random search of403

route relink with the upper 10 s.404

B. Comparative Experiments405

The subobjectives of the PCBA process, which include the406

number of cycles, nozzle changes, and pickup operations, with407

the comparative histogram are shown in Fig. 3. It can be seen that408

the TPPO is more comprehensive than conventional approaches.409

The cycle scheduling difficulties are better handled by TPPO,410

AGM, and CPO, whereas evolutionary-based CDGA and HGA411

typically have more PAP cycles. AGM and HGA forbid changing412

TABLE IV
COMPARISON OF THE OBJECTIVES’ Z VALUE OF THE PROPOSED MODEL

WITH MAINSTREAM ALGORITHMS

TABLE V
COMPARISON OF THE MODEL OBJECTIVE VALUE FOR DIFFERENT TCS

the nozzle, which prevents some of the simultaneous pickup op- 413

erations from being carried out and lowers the overall efficiency. 414

Both TPPO and AGM are model based algorithms; however, the 415

former takes into account the mechanical characteristics and has 416

a greater pickup efficiency. 417

Table IV shows more general and comparable results of 418

Z-values for weighted subobjectives that are directly related to 419

assembly efficiency. When dealing with a single type of compo- 420

nent data (PCB1), TPPO, CPO, and AGM perform equally well. 421

As the PCB becomes more complicated with more component 422

types, the TPPO outperforms other mainstream algorithms, and 423

there is also a tendency to increase gaps between the proposed 424

algorithm and other research. 425

Three test cases (TCs) are constructed to compare the solving 426

efficiency for different model settings in Table V. We call the 427

model with component partition, complexity reduction strate- 428

gies as the improved model, and the model without the proposed 429

techniques as the original model. We utilize the known optimal 430

solution as a benchmark since it is hard to find the optimal 431

one for an NP hard problem for all PCBs. The benchmark 432

value Ob of PCB1–PCB3 are the optimal result for solving the 433

original model. As the size of the data increases, the original 434

model cannot find an optimal solution in an acceptable time. 435

The solutions of PCB4–PCB10 are obtained after solving the 436

proposed model with a sufficient amount of time (at least 6 h) 437

and without the terminated conditions, which are also the best 438

results from the proposed and comparative methods. 439

The TCs follow the settings: TC-1 represents the solution 440

of the improved model; TC-2 represents the solution of the 441

improved model without the initial solution; and TC-3 rep- 442

resents the solution of the improved model without the com- 443

plexity reduction strategies. The formula for the TC t’s gap is 444
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TABLE VI
COMPARISON OF THE ROUTE SCHEDULE AND ASSEMBLY TIME OF THE PROPOSED HEURISTIC WITH MAINSTREAM ALGORITHMS

TABLE VII
COMPARISON OF THE SOLVING TIME OF THE PROPOSED MODEL WITH

MAINSTREAM ALGORITHMS

Gt = (Ot/Ob − 1) · 100%, t = 1, 2, 3. As can be shown, the445

improved model’s highest gap from the benchmark is 11.22%.446

The model-solving process can be quickly iterated with the aid447

of the initial solution, and under the terminated condition, the448

feasible solutions for PCB9 and PCB10 are not even attainable.449

TC-3 achieves worse solutions since the model iterates more450

slowly in practice and has a larger gap than the improved model451

under the terminated condition.452

The movement distance and assembly time are compared453

next, as shown in Table VI. The notationsD and T represent the454

moving distance and assembly time, while the superscriptsT ,P ,455

H ,A, andC represent the TPPO, CPO, HGA, AGM, and CDGA,456

respectively. ΔD and ΔT correspond to the improvement rates457

ofD and T , respectively, relative to TPPO compared with other458

research. DT
1 and DT

2 represent the moving distance without459

and with the route relink heuristic. The route relink mainly460

adjusts the placement movement that makes up a small portion461

of the whole, so it does not result in a high improvement in the462

overall movement. For the TPPO method, the assembly process463

can be more effective with fewer pickups and nozzle changes,464

even without the shortest movement distance for PCB3, PCB4,465

and PCB7. Compared to CPO, HGA, AGM, and CDGA, the466

proposed method improves by 8.66%, 20.53%, 21.83%, and467

13.18% in assembly efficiency, respectively.468

Finally, we compare the solving time in seconds. CPO is469

not included in the comparison since the way the algorithms470

are implemented, which is not publicly available for CPO, has471

a great impact on the running time. As shown in Table VII,472

compared with the TPPO, we can conclude that the component473

partition is an effective way to improve the search efficiency.474

The model without component partition can only be applied to475

solving small-scale data; for PCB1–PCB3, the solving time is 476

21.41, 70.18, and 193.23 s, respectively, which is much larger 477

than the proposed model. As a modeling method, TPPO is solved 478

longer for the inclusion of pickup constraints compared to AGM, 479

but it is significantly faster than HGA except for PCB10. Even 480

though it requires more time for TPPO, its assembly efficiency 481

is higher, and the time is within an acceptable amount. 482

V. CONCLUSION 483

This article presents a two-phase optimization approach for 484

handling the head task assignment and placement route schedule 485

after breaking the PCBA process down into two parts. By opti- 486

mizing the primary subobjectives at the modeling phase and 487

developing heuristic algorithms at the route schedule phase, 488

the two-phase framework combines the advantages of both 489

mathematical models and heuristic algorithms. We compare 490

the weighted subobjectives, which are related to the overall 491

assembly efficiency, with both heuristic-based and model-based 492

algorithms. The results show that the proposed algorithms are 493

more comprehensive than previous research. A series of special- 494

ized TCs validate the necessity of the preprocessing technique, 495

including the component partition approach, initial heuristics, 496

and reduction strategies, to solve the model. Furthermore, we 497

compare the moving distance and assembly time with other 498

research. Although the placement path of our proposed al- 499

gorithms is not the shortest for all PCB data, it improves 500

assembly efficiency when combined with optimization in the 501

first phase. The solving time of the two-phase algorithm is 502

within acceptable bounds, even though it is not faster than all 503

the compared algorithms because more assembly factors are 504

incorporated. Overall, the experimental results show that the 505

proposed two-phase optimization effectively solves PCBA prob- 506

lems, balancing the quality of the solution and computational 507

cost. 508
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Abstract—The optimization of printed circuit board as-6
sembly (PCBA) for a beam head placement machine is a7
multivariable and multiconstraint combinatorial problem.8
Current techniques falter in solving a variety of PCBA prob-9
lems since heuristic algorithms lack theoretical guarantees10
of optimality, and mathematical modeling methods have11
high computational complexity for the whole problem. This12
article proposes a novel two-phase optimization for PCBA,13
integrating the advantages of mathematical modeling with14
heuristic algorithms. We divide the problem into the head15
task assignment and the placement route schedule. For16
the former, an effective integer linear programming model17
with component partition is proposed, encompassing key18
efficiency-influencing factors. A recursive heuristic-based19
initial solution speeds up the solving convergence, while20
the reduction strategies enhance model solvability. For21
the placement route schedule, a tailored greedy algorithm22
yields high-quality solutions, leveraging the results of the23
model, and an aggregated route relink heuristic does fur-24
ther optimization. In addition, we propose a selection cri-25
terion for the solution pool of the model to pre-evaluate26
the placement movement, which builds the connection be-27
tween the two phases. Finally, we validate the performance28

Manuscript received 3 March 2024; revised 24 May 2024; accepted
16 June 2024. This work was supported in part by the National Natural
Science Foundation of China under Grant U20A20188, Grant 62203141,
and Grant 62303402, in part by the Major Scientific and Technological
Research Project of Ningbo under Grant 2021Z040, and in part by New
Cornerstone Science Foundation through the XPLORER PRIZE. Paper
no. TII-24-0976.(Corresponding author: Huijun Gao.)Q1

Guangyu Lu, Jianbin Qiu, and Huijun Gao are with the Research In-
stitute of Intelligent Control and Systems, Harbin Institute of Technology,
Harbin 150001, China (e-mail: 20b904007@stu.hit.edu.cn; jbqiu@hit.Q2
edu.cn; hjgao@hit.edu.cn).

Zhengkai Li is with the Research Institute of Interdisciplinary Intelli-
gent Science, Ningbo University of Technology, Ningbo 315211, China
(e-mail: LZK2024@nbut.edu.cn).

Hao Sun is with Yongjiang Laboratory, Ningbo 315202, China, andQ3
also with the School of Astronautics, Harbin Institute of Technology,
Harbin 150001, China (e-mail: hao-sun@ylab.ac.cn).

Xinghu Yu is with the Intelligent Control and System Research Center,
Yongjiang Laboratory, Ningbo 315202, China, and also with the Ningbo
Institute of Intelligent Equipment Technology Company Ltd., Ningbo
315201, China (e-mail: 17b304003@stu.hit.edu.cn).

Jiahu Qin is with the Department of Automation, University of Science
and Technology of China, Hefei 230027, China, and also with the In-
stitute of Artificial Intelligence, Hefei Comprehensive National Science
Center, Hefei 230088, China (e-mail: jhqin@ustc.edu.cn).

Color versions of one or more figures in this article are available at
https://doi.org/10.1109/TII.2024.3423486.

Digital Object Identifier 10.1109/TII.2024.3423486

of the two-phase optimization, which provides an aver- 29
age efficiency improvement of 8.66%–21.83% compared to 30
other mainstream research. 31

Index Terms—Beam head placement machine, head task 32
model, PCB assembly optimization, placement route sched- 33
ule. 34

I. INTRODUCTION 35

SURFACE mount technology is essential to the electronic 36

manufacturing industry. The need for higher efficiency in 37

production lines has become more acute in electronic industries 38

with the expansion of the manufacturing sector. The placement 39

machines utilized to execute automated component surface as- 40

sembly operations are the most crucial equipment in integrated 41

printed circuit board assembly (PCBA) lines [1]. Developing 42

surface assembly equipment is a systematic project involving 43

multiple subjects, including visual recognition and positioning, 44

advanced motion control, scheduling techniques, etc. In this 45

article, we study the scheduling optimization techniques of the 46

PCBA process using mathematical programming and heuristic 47

algorithms. 48

The mechanical design of the beam head placement machines 49

comprises placement heads, feeders, nozzles, and other con- 50

nected accessories. They collaborate in three steps of the as- 51

sembly process: component pickup, inspection, and placement. 52

The heads are equipped with appropriate nozzle types for various 53

types of components and are designed for pickup and placement 54

operations. The components are picked up from feeder slots by 55

linearly aligned heads simultaneously and placed in the PCB 56

pads, which consist of a pick-and-place (PAP) cycle. When the 57

nozzle on the head is incompatible with the component type 58

picked up from the feeders, a nozzle change operation is done 59

at the auto nozzle changer. 60

Early PCBA optimization research focuses on modeling sim- 61

ple machine types, such as single-head sequential PAP ma- 62

chines [2] and multiheads for single component type placement 63

machines [3]. The integrated model for PCBA optimization has 64

characteristics that combine the models for several subproblems. 65

Studies in [2] formulated a model to solve component sequenc- 66

ing and feeder assignment simultaneously, and studies in [4] 67

enhanced the model with nozzle assignment for the multiheads 68

case. 69

1551-3203 © 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
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Fig. 1. Framework of two-phase optimization with the ILP model and
heuristic algorithms.

The high complexity of the problem makes decomposition70

modeling necessary. As an extension of [3] for the multiheads71

and multicomponent types, a two-stage mixed integer program-72

ming model is proposed in [5] to optimize the nozzle component73

assignment and assembly route schedule, respectively. In [6],74

the problem is decomposed into hierarchical mixed integer75

pickup and placement models. Studies in [7] presented a problem76

decomposition approach for component machine allocation and77

placement sequence problems, which are modeled separately.78

Moreover, a few of the studies model the subproblems therein,79

such as the nozzle assignment model in [8] and [9] and the feeder80

module change model in [10]. Edge-based and route-based mod-81

els have been developed in [11] for placement route schedules,82

and a branch-and-price method with effective branch rules solves83

the latter.84

A series of techniques are applied in the modeling process to85

enhance its solvability. Studies in [12] presented a mathematical86

model based on pickup groups to reduce the scale of the model,87

whereas studies in [13] proposed an aggregated integer program-88

ming based on batches of components. In [14], an augmented ε89

method was proposed to optimize multiple subobjectives by the90

curve matching method.91

The large space of the solutions leads to the design of im-92

proved heuristics [15], and mathematical models are combined93

with them for higher computing efficiency. Hybrid genetic [12],94

[16], [17], tabu search [3], [18], particle swarm [19], frog leap-95

ing [20], [21], and other intelligent optimization algorithms are96

integrated to the PCBA optimization. Moreover, multiobjective97

optimization is also integrated with intelligent optimization; for98

instance, studies in [14] presented multiobjective particle swarm99

optimization, and studies in [22] integrated intelligent algo-100

rithms with curve matching techniques. A cluster-based heuristic101

is applied to group components based on their properties with102

single gantry [23] and dual gantry [24] placement machines to103

optimize the PAP sequence.104

In this article, a two-phase optimization method combines105

integer linear programming (ILP) models and heuristic algo-106

rithms with the framework shown in Fig. 1. In the first phase,107

we extract the primary objectives of the ILP model for the head108

task assignment, which is related to the pickup route. A series of 109

techniques are proposed to improve the efficiency of model solv- 110

ing. In the second phase, we solve the placement route schedule 111

problem of the assembly process using heuristic methods. The 112

combination of mathematical modeling and heuristics ensures 113

the high-quality of the major subobjectives while taking into 114

account the overall solving efficiency of the algorithms. 115

The main contributions of this article are summarized as 116

follows: 117

1) An effective integer linear model for the PCB assembly 118

process is proposed to optimize the primary subobjec- 119

tives of the assembly process. The model preprocessing 120

techniques are studied to improve search efficiency. 121

2) A placement greedy route schedule for linearly aligned 122

heads is proposed with the constraint of the head task 123

assignment, and the solution is further optimized by a 124

route relink heuristic, enabling efficient assembly. 125

3) A pre-evaluation selection criterion is present for the one 126

from the solution pool, which overcomes the drawback 127

that modeling without movement terms may degrade the 128

quality of the solution. 129

The rest of this article is organized as follows. In Sections II 130

and III, respectively, each phase of the proposed framework 131

is discussed. An ILP model based on the analysis results of 132

the assembly process and its solving techniques is proposed 133

in Section II. The placement route schedule heuristics with 134

determined greedy and random relink heuristic algorithms are 135

present in Section III. In Section IV, we give the experimental 136

comparative results with a commercial optimizer Gurobi [25]. 137

Finally, Section V concludes this article. 138

II. HEAD TASK MODEL FORMULATION 139

A. PCB Assembly Problem 140

The PCBA process comprises several aspects, and the PAP 141

operations, nozzle change operations, and movements are the 142

most critical aspects that affect efficiency. The mechanism of 143

beam heads is specially designed for simultaneous pickup op- 144

erations to improve efficiency, whereas the placement operation 145

time is determined by the PCB data. The heads can assemble 146

different components by changing a compatible nozzle, which 147

is time-consuming and often discouraged. Beam head move- 148

ments consist of pickup, placement, and round-trip movements 149

between the feeder base and PCB. The number of PAP cycles 150

affects the round-trip movements, and the slots where the com- 151

ponent feeders are installed affect the pickup movements. 152

The nozzle types, component types, and pickup slots are the 153

three basic compositions of the head task assignment. We call 154

the consecutive PAP cycles with the same head task assignment 155

as the cycle group. The objective of the model entails the primary 156

subobjectives, except for the movements of the gantry, which are 157

optimized by the route schedule method. The PCBA process can 158

be regarded as a capacitated vehicle route schedule problem [12], 159

with restriction of a head-accessible point set, which proves it 160

is an NP-hard problem, and the extra constraints rather increase 161

the difficulty of solving the problem. 162

The assumptions for the PCBA process are listed below: 163
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TABLE I
NOTATIONS SUMMARY OF THE MATHEMATICAL MODEL

1) The compatibility between the nozzle and component164

types is predetermined.165

2) The assembly time of the different types of components166

is the same, and the capacity of the feeder base is much167

larger than the requirement.168

3) The interval between adjacent heads is the integer time169

of the interval between adjacent slots for simultaneous170

pickup.171

4) The time spent moving to the ANC for nozzle change is172

included in the nozzle change time, and the number of173

nozzle types is less than the number of heads.174

B. Integer Linear Programming Model175

An integer model for the head task assignment is derived based176

on [6], where the components are partitioned into different cycle177

groups. The notations of the integer model are summarized in178

Table I. The objective (1) of the model is the weighted sum of the179

number of PAP cycles, nozzle changes, and pickup operations180

minT1 ·
∑
l∈L

wl + T2 ·
∑
h∈H

∑
l∈L

nlh + T3 ·
∑
s∈Se

∑
l∈L

wl · psl.

(1)

The nonlinear term wl · psl in the objective can be substituted181

by an intermediate variable λsl, which represents the number of182

pickups from slot s in cycle group l and can be linearized with183

big-M method as 184⎧⎨
⎩

λsl ≤M · psl,
λsl ≤ wl, ∀s ∈ Se, l ∈ L.
λsl ≥ wl −M · (1− psl) ,

(2)

Constraint (3) ensures that the sum of placement points of 185

component type i in all cycle groups equals the number of points 186

on the PCB 187∑
h∈H

∑
l∈L

wl · uihl = φi ∀i ∈ I. (3)

The nonlinear term of constraint (3) can also be linearized, 188

similar to the linearization of the nonlinear term in the objective 189

function. 190

Constraints (4)–(5) convert the pickup slot to the leftmost 191

head-aligned one, so that the number of pickup operations in a 192

cycle group can be computed directly 193

psl ≥ v[s+(h−1)·r]hl ∀h ∈ H, s ∈ Se, l ∈ L (4)∑
h∈H

v[s+(h−1)·r]hl ≥ psl ∀s ∈ Se, l ∈ L. (5)

The number of nozzle changes between cycle groups l and l + 194

1 is determined by Constraint (6). Since the boards take over 195

during the assembly process, we can regard the (|L|+ 1)st cycle 196

as the first cycle of the next board 197

nlh =
1
2
·
∑
j∈J

∣∣zjhl − zjh(l+1)

∣∣ ∀h ∈ H, l ∈ L. (6)

The nonlinear term of absolute value can be further linearized 198

as present in [13], which is replaced by the sum of two positive 199

terms n+
jhl and n−jhl as 200⎧⎪⎨

⎪⎩
nlh = 1

2

∑
j∈J

(
n+
jhl + n−jhl

)
zjhl − zjh(l+1) = n+

jhl − n−jhl ∀j ∈ J, h ∈ H, l ∈ L

n+
jhl ≥ 0, n−jhl ≥ 0.

(7)

There is a coupling between the two decision variables uihl and 201

vshl, and the product of the two γishl determines the feeder 202

assignment as 203

fsi ≥ γishl ∀i ∈ I, s ∈ S, h ∈ H, l ∈ L (8)∑
h∈H

∑
l∈L

γishl ≥ fsi ∀s ∈ S, i ∈ I (9)

with the nonlinear term γishl = uihl · vshl, which represents 204

whether the head h picks up components i from slot s in cycle 205

group l, is rewritten as 206⎧⎨
⎩
γishl ≤ uihl,
γishl ≤ vshl, ∀i ∈ I, s ∈ S, h ∈ H
γishl ≥ uihl + vshl − 1, l ∈ L.

(10)

Component assignment determines the pickup slots, and Con- 207

straint (11) specifies the relationship between the result of the 208

pickup operation and component assignment 209∑
s∈S

vshl ≥
∑
i∈I

uihl ∀h ∈ H, l ∈ L. (11)
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Algorithm 1: Initialized Heuristic for the ILP Model.

Besides the above revised constraints, the constraints on tool210

consistency and compatibility are given in [6].211

C. Initial Solution With Heuristic Algorithm212

The proposed model solving is a complex computing process213

in the branch-and-cut framework, and a high-quality initial214

solution could eliminate the blindness search and speed up215

convergence to the optimal solution. In addition, the number216

of cycle groups |L| is still an uncertain hyperparameter, which217

has a significant impact on the model complexity and solution218

quality. An initialized heuristic is proposed to determine both219

the initial solutions and the hyperparameter of the model.220

The pseudocode of the initialized heuristic presented in Al-221

gorithm 1 consists of two parts. The head nozzle assignment222

result is determined in the first part (lines 2–6), i.e., the number223

of available heads Hj of nozzle type j under the condition224

that minimizing the number of cycles without nozzle change.225

After that, the algorithm recursively searches for a feasible226

solution by adding the placement points of the cycle group set227

L (lines 7–14). The heuristic findings workload resultsWl and228

component assignment Clh offer the initial solution of the model,229

i.e., (12). Clh is the component type of head h in cycle l230

w
(0)
l =Wl, u

(0)
Clhhl = 1 l ∈ L, h ∈ H. (12)

The recursive function is implemented as shown in Algorithm 2,231

which is to iteratively allocate components in a nondecreasing232

order of points, following the cycle group index. There are three233

possible cases for the return of the recursive process. Except for234

success, which indicates an initial solution has been found, fail235

indicates that the model is infeasible for the given cycle groupL,236

while backtrack indicates that the current workload d for cycle237

group l is unsolvable and another try is executed with a new238

workload d− 1.239

D. Complexity Reduction Strategies for the Model240

When dealing with actual production data, the high com-241

plexity of the model makes it difficult to obtain a high-quality242

solution in a reasonable time, and it is necessary to appropriately243

Algorithm 2: Implementation of Function recursive.

reduce the complexity of the model in accordance with the 244

features of PCBA, which focus on two aspects. 245

1) Limit the Values of Decision Variables: As the feeders are 246

densely arranged in an area of the feeder base, slots farther 247

away from the PCB are always ignored. The consecutive slots 248

with an equal number of feeders are valid, and we define the 249

leftmost valid slot as the reference slot, which is decided by the 250

component assignment and consists of the following steps. 251

Step I: Average a weighted sum of the assembly heads for 252

different types of components i with their workload 253

hi ←
∑
l∈L

∑
h∈H

uihl · h · wl

wl
. (13)

Step II: Convert the x coordinate of all the placement points to 254

the position of the leftmost head and average the value 255

x←
∑
p∈P

xp −
∑

i∈I ζip · hi · τ
|P | (14)

where xp and yp are the x coordinate and the y coordinate of 256

placement point p, respectively. 257

Step III: Calculate the average number of slots that the heads 258

crossed by for the pickup process in one cycle on the feeder base 259

Δs←
∑
l∈L

R{vshl · (s− h · r) | vshl �= 0, s ∈ S, h ∈ H}
wl

(15)

whereR{·} denotes the range of the set. 260

Step IV: Determine the reference slot sREF based on the 261

head pickup range (slots crossed by) and the average placement 262

position of the head 263

sREF ←
⌊
x− sF1

τ
· r + Δs+ 1

2

⌋
+ 1 (16)
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where sF1 is the x coordinate of the leftmost slot on the feeder264

base. The feeder slot for component type i is computed from265

the solution of the model and the reference slot position, i.e.,266

sREF + r ·
∑

s∈S s · fsi.267

2) Reduce the Range of Feasible Domains: The solution268

space of the model is cut by adding constraints to further269

improve the solving efficiency. Constraints (17)–(19) are not270

the necessary condition for model solving but are utilized to271

reduce the range of feasible domains further, which round out272

inappropriate solutions ahead of time.273

Constraint (17) ensures that the lower cycle group has a higher274

priority in picking up components with more PAP cycles275

wl ≥ wl+1 ∀l ∈ L\ {|L|} . (17)

The heuristic solution Wl gives the worst case for the number276

of total PAP cycles without nozzle change, and an optimal case277

is that all heads divide components equally; two of these cases278

give the upper bound and lower bound of cycle groups in279 ⌈∑
i∈I

φi/ |H|
⌉
≤

∑
l∈L

wl ≤
∑
l∈L
Wl. (18)

The empty heads raise the computational effort required for the280

nozzle change objective, and Constraint (19) gives a general case281

in which all heads have nozzles, even if they do not pick up any282

components283 ∑
h∈H

∑
j∈J

zjhl = |H| ∀l ∈ L. (19)

E. Selection Criterion of Solution Pool284

Fully modeling the PCBA problem is both complicated and285

impractical. The proposed model specifies only the compo-286

nent assignment and feeder arrangement. However, its objective287

function does not account for pickup movement. There is also288

insufficient information on the points and sequence in which289

the heads are placed, resulting in different placement pathways.290

As the solutions of the model are not unique, and standard291

solvers can systematically search for a solution pool, which is a292

collection of optimal solutions, we propose a fast pre-evaluation293

heuristic criterion for selecting one result from the pool. The294

assignment of the head task determines the path of the pickup295

process as296

E1 =
τ

r
·
∑
l∈L

wl · R {vshl · (s− h · r) | vshl �= 0,

s ∈ S, h ∈ H} . (20)

The placement points set for each head is constrained by the297

component assignment of the model. We evaluate the placement298

process by assigning the first wl points of the component type299 ∑
i∈I i · uihl to the headh, followed by the subsequentwl points,300

etc. The placement route is scheduled using the centroids of the301

assigned points for each head in the cycle group, and E2 denotes302

the length of placement movement. Out of all the solutions in303

the pool, the one with the minimal E1 + E2 is selected for the304

next phase of optimization.305

III. ROUTE SCHEDULE HEURISTIC 306

The placement route scheduling problem has a wide solution 307

space, and on the basis of the mechanical structure of beam- 308

heads, we propose greedy based and route relink heuristics for 309

the placement route schedule. 310

A. Greedy-Based Route Schedule Heuristic 311

The greedy-based route schedule heuristic consists of the 312

following steps. 313

Step I: Compute the x coordinate of left boundary α and right 314

boundary β of the PCB and repeat through the Step II to Step 315

VII with the search step δ = (β − α)/(2 · |H|) and three distinct 316

search directions: from left to right (L→ R), from right to left 317

(R→ L), from center to edge (C→ E). 318

Step II: Generate the starting point list Ŝ and head list Ĥ, 319

which are linear sequences based on the search direction 320

L→ R: Ŝ = {α+ (h− 1) · δ | h ∈ H}, Ĥ = H . 321

R→ L: Ŝ = {β − (h− 1) · δ | h ∈ H}, Ĥ = {|H|+ 1− h| 322

h ∈ H}. 323

C → E: Ŝ = {(3 · α+ β)/4 + (h− 1) · 2/δ | h ∈ H}, Ĥ 324

= {	|H|+ 1/2
 − (−1)h · (	h/2
 − 1/2)− 7/2 | h ∈ H}. 325

The head list Ĥ represents the sequence in which the different 326

heads are assigned to the search direction. 327

Step III: Repeat through the cycle index k ∈ K, where K = 328

{1, 2, . . . ,
∑

l∈L wl} and initialize Pk as a 1× |H| array with 329

elements of −1, which represents the placement result. 330

Step IV: Repeat through search direction L→ R, R→ L, C 331

→ E with starting point Θ ∈ Ŝ . 332

Step V: Iterate through all the heads h ∈ Ĥ. If h is the first 333

one, find the point nearest to the starting point in the horizontal 334

direction 335

p← argmin
p′∈{p′′ |ι(p′′)=∑

i∈I i·uihl,p′′∈P}
|xp′′ −Δτh−Θ| (21)

where Δτh = (h− 1) · τ and ι(p) is the component type of 336

placement pointp. Otherwise, sort the assigned placement points 337

and calculate the moving distance 338

Xp ← {xPkh
−Δτh | Pkh �= 1, h ∈ H} ∪ {xp} (22)

Yp ← {yPkh
| Pkh �= 1, h ∈ H} ∪ {yp} . (23)

Note q is the index of X with the qth smallest coordinate of x 339

axis, and 340

p← argmin
p′∈P ′

Xp′−1∑
q=1

max
(∣∣Xp′q −Xp′(q+1)

∣∣
∣∣Yp′q − Yp′(q+1)

∣∣) . (24)

Step VI: Update the placement assignment result Pkh ← p, 341

P ← P\{p}, go to Step V until Pkh �= −1, ∀h ∈ H . 342

Step VII: Dynamic programming for route scheduling in 343

each cycle and storing the Chebyshev moving distance. The x 344

coordinate of the center point Φ equals
∑

h∈H xPkh
/|H| and its 345

y coordinate equals the pickup position of the feeder slot. The 346
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Algorithm 3: The Flow of ARRH Algorithm.

transfer equation is written as347

F (Φ, {Φ})← 0 (25)

F
(
h, Ĥ′ + {h}

)
← min

h′∈Ĥ′

{
F
(
h′, Ĥ′

)
+ g (h, h′)

}
Ĥ′ ⊆ Ĥ = H ∪ {Φ} , h ∈ H (26)

if h �= Φ and h′ �= Φ,348

g (h, h′)=max
(∣∣xPkh

−xPkh′ −Δτh−h′
∣∣ , ∣∣yPkh

−yPkh′

∣∣)
(27)

otherwise349

g (h,Φ) = max (|xPkh
− Φx −Δτh| , |yPkh

− Φy|) (28)

with final result equals minh∈Ĥ{F(h, Ĥ) + g(h,Φ)}.350

The dynamic programming determines the placement posi-351

tion of each head, and the sequence in which the heads are placed352

is solved. The placement sequence pairQ is formed by arranging353

the two heads sequentially.354

Step VIII: Compare the total moving distance and get the355

placement assignment result with the minimal one.356

Fig. 2. Experimental platform of the placement machine.

TABLE II
BASIC PARAMETERS OF THE PCB DATA

B. Aggregated Route Relink Heuristic (ARRH) 357

An ARRH is proposed for the placement route improvement, 358

and its flow is shown in Algorithm 3. The primary principle of 359

the algorithm is to reallocate the off-center points in each cycle. 360

The design of the algorithm is based on the average position 361

and moving distance in each cycle (line 1). The cycle and its 362

corresponding off-center point are determined based on the 363

moving distance and offset, respectively (line 4). The swapping 364

cycle, which is nearest to the off-center point, and the swapping 365

point are further determined (line 5–11). After performing the 366

relink operation (line 12), the distribution of the cycle can be 367

more concentrated. The proposed cycle_schedule relinks the 368

placement routes with a plain idea for searching faster: sorting 369

the placement points nondecreasingly w.r.t. the coordinate of x 370

axis and allocating them on the head from left to right. 371

IV. EXPERIMENT RESULT 372

A. Experiment Setup 373

This article solves the model using Gurobi 10.0 and Python 374

3.10 on the Intel(R) Core(TM) i5-11400 @2.60 GHz with 16 G 375

RAM. Five times of runs are implemented with each PCB, 376

and the average values are recorded as the comparative results. 377

The proposed two-phase PCBA optimization (TPPO) is com- 378

pared with four representative decomposition-based algorithms, 379

including a component placer optimizer (CPO) employed in 380

industrial software, hybrid genetic algorithm (HGA) [12], ag- 381

gregated model (AGM) [13], and cell division genetic algo- 382

rithm (CDGA) [17]. The experimental platform of a self- 383

developed placement machine is shown in Fig. 2. 384

In Table II, which lists the basic parameters of the PCB data, 385

we select ten different PCB data; among them, the first one is an 386

international standard speed test board IPC9850; the second to 387

fifth data with relatively fewer component types and randomly 388
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TABLE III
PARAMETER SETTING OF THE TWO-PHASE ALGORITHM

Fig. 3. Histogram of the subobjectives comparison between the pro-
posed model and other mainstream algorithms.

generated placement points are applied to test the generalization389

of the algorithm; and the last five are selected from actual390

industrial sites, to validate the application of the algorithm in391

practice.392

The parameter settings of the proposed algorithm are listed393

in Table III. In the first phase, we set the pool parameters and394

search mode, as well as the coefficients of the model, based on395

the impact of the metrics on assembly efficiency. We specify396

the terminated condition as the currently optimal solution has397

not changed for more than 30 s because it takes a long time to398

solve the model completely. The big-M value for linearization399

equals the number of placement points. The search mode is set400

to prioritize the 30 best solutions within the gap of 10−4. In the401

second phase, the search step is dependent on the PCB layout,402

and the route roulette wheel is chosen for the random search of403

route relink with the upper 10 s.404

B. Comparative Experiments405

The subobjectives of the PCBA process, which include the406

number of cycles, nozzle changes, and pickup operations, with407

the comparative histogram are shown in Fig. 3. It can be seen that408

the TPPO is more comprehensive than conventional approaches.409

The cycle scheduling difficulties are better handled by TPPO,410

AGM, and CPO, whereas evolutionary-based CDGA and HGA411

typically have more PAP cycles. AGM and HGA forbid changing412

TABLE IV
COMPARISON OF THE OBJECTIVES’ Z VALUE OF THE PROPOSED MODEL

WITH MAINSTREAM ALGORITHMS

TABLE V
COMPARISON OF THE MODEL OBJECTIVE VALUE FOR DIFFERENT TCS

the nozzle, which prevents some of the simultaneous pickup op- 413

erations from being carried out and lowers the overall efficiency. 414

Both TPPO and AGM are model based algorithms; however, the 415

former takes into account the mechanical characteristics and has 416

a greater pickup efficiency. 417

Table IV shows more general and comparable results of 418

Z-values for weighted subobjectives that are directly related to 419

assembly efficiency. When dealing with a single type of compo- 420

nent data (PCB1), TPPO, CPO, and AGM perform equally well. 421

As the PCB becomes more complicated with more component 422

types, the TPPO outperforms other mainstream algorithms, and 423

there is also a tendency to increase gaps between the proposed 424

algorithm and other research. 425

Three test cases (TCs) are constructed to compare the solving 426

efficiency for different model settings in Table V. We call the 427

model with component partition, complexity reduction strate- 428

gies as the improved model, and the model without the proposed 429

techniques as the original model. We utilize the known optimal 430

solution as a benchmark since it is hard to find the optimal 431

one for an NP hard problem for all PCBs. The benchmark 432

value Ob of PCB1–PCB3 are the optimal result for solving the 433

original model. As the size of the data increases, the original 434

model cannot find an optimal solution in an acceptable time. 435

The solutions of PCB4–PCB10 are obtained after solving the 436

proposed model with a sufficient amount of time (at least 6 h) 437

and without the terminated conditions, which are also the best 438

results from the proposed and comparative methods. 439

The TCs follow the settings: TC-1 represents the solution 440

of the improved model; TC-2 represents the solution of the 441

improved model without the initial solution; and TC-3 rep- 442

resents the solution of the improved model without the com- 443

plexity reduction strategies. The formula for the TC t’s gap is 444
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TABLE VI
COMPARISON OF THE ROUTE SCHEDULE AND ASSEMBLY TIME OF THE PROPOSED HEURISTIC WITH MAINSTREAM ALGORITHMS

TABLE VII
COMPARISON OF THE SOLVING TIME OF THE PROPOSED MODEL WITH

MAINSTREAM ALGORITHMS

Gt = (Ot/Ob − 1) · 100%, t = 1, 2, 3. As can be shown, the445

improved model’s highest gap from the benchmark is 11.22%.446

The model-solving process can be quickly iterated with the aid447

of the initial solution, and under the terminated condition, the448

feasible solutions for PCB9 and PCB10 are not even attainable.449

TC-3 achieves worse solutions since the model iterates more450

slowly in practice and has a larger gap than the improved model451

under the terminated condition.452

The movement distance and assembly time are compared453

next, as shown in Table VI. The notationsD and T represent the454

moving distance and assembly time, while the superscriptsT ,P ,455

H ,A, andC represent the TPPO, CPO, HGA, AGM, and CDGA,456

respectively. ΔD and ΔT correspond to the improvement rates457

ofD and T , respectively, relative to TPPO compared with other458

research. DT
1 and DT

2 represent the moving distance without459

and with the route relink heuristic. The route relink mainly460

adjusts the placement movement that makes up a small portion461

of the whole, so it does not result in a high improvement in the462

overall movement. For the TPPO method, the assembly process463

can be more effective with fewer pickups and nozzle changes,464

even without the shortest movement distance for PCB3, PCB4,465

and PCB7. Compared to CPO, HGA, AGM, and CDGA, the466

proposed method improves by 8.66%, 20.53%, 21.83%, and467

13.18% in assembly efficiency, respectively.468

Finally, we compare the solving time in seconds. CPO is469

not included in the comparison since the way the algorithms470

are implemented, which is not publicly available for CPO, has471

a great impact on the running time. As shown in Table VII,472

compared with the TPPO, we can conclude that the component473

partition is an effective way to improve the search efficiency.474

The model without component partition can only be applied to475

solving small-scale data; for PCB1–PCB3, the solving time is 476

21.41, 70.18, and 193.23 s, respectively, which is much larger 477

than the proposed model. As a modeling method, TPPO is solved 478

longer for the inclusion of pickup constraints compared to AGM, 479

but it is significantly faster than HGA except for PCB10. Even 480

though it requires more time for TPPO, its assembly efficiency 481

is higher, and the time is within an acceptable amount. 482

V. CONCLUSION 483

This article presents a two-phase optimization approach for 484

handling the head task assignment and placement route schedule 485

after breaking the PCBA process down into two parts. By opti- 486

mizing the primary subobjectives at the modeling phase and 487

developing heuristic algorithms at the route schedule phase, 488

the two-phase framework combines the advantages of both 489

mathematical models and heuristic algorithms. We compare 490

the weighted subobjectives, which are related to the overall 491

assembly efficiency, with both heuristic-based and model-based 492

algorithms. The results show that the proposed algorithms are 493

more comprehensive than previous research. A series of special- 494

ized TCs validate the necessity of the preprocessing technique, 495

including the component partition approach, initial heuristics, 496

and reduction strategies, to solve the model. Furthermore, we 497

compare the moving distance and assembly time with other 498

research. Although the placement path of our proposed al- 499

gorithms is not the shortest for all PCB data, it improves 500

assembly efficiency when combined with optimization in the 501

first phase. The solving time of the two-phase algorithm is 502

within acceptable bounds, even though it is not faster than all 503

the compared algorithms because more assembly factors are 504

incorporated. Overall, the experimental results show that the 505

proposed two-phase optimization effectively solves PCBA prob- 506

lems, balancing the quality of the solution and computational 507

cost. 508

REFERENCES 509

[1] M. Ayob and G. Kendall, “A survey of surface mount device placement 510
machine optimisation: Machine classification,” Eur. J. Oper. Res., vol. 186, 511
no. 3, pp. 893–914, May 2008. 512



IE
EE P

ro
of

LU et al.: TWO-PHASE PCBA OPTIMIZATION WITH ILP MODEL AND HEURISTIC FOR A BEAM HEAD PLACEMENT MACHINE 9

[2] W. Ho and P. Ji, “An integrated scheduling problem of PCB components on513
sequential pick-and-place machines: Mathematical models and heuristic514
solutions,” Expert Syst. Appl., vol. 36, no. 3, pp. 7002–7010, Apr. 2009.515

[3] J. Luo and J. Liu, “An MILP model and clustering heuristics for LED516
assembly optimisation on high-speed hybrid pick-and-place machines,”517
Int. J. Prod. Res., vol. 52, no. 4, pp. 1016–1031, Feb. 2014.518

[4] H.-P. Hsu, “Solving the feeder assignment, component sequencing, and519
nozzle assignment problems for a multi-head gantry SMT machine using520
improved firefly algorithm and dynamic programming,” Adv. Eng. Inform.,521
vol. 52, Apr. 2022, Art. no. 101583.522

[5] J. Luo, J. Liu, and Y. Hu, “An MILP model and a hybrid evolutionary523
algorithm for integrated operation optimisation of multi-head surface524
mounting machines in PCB assembly,” Int. J. Prod. Res., vol. 55, no. 1,525
pp. 145–160, Jun. 2016.526

[6] G. Lu, X. Yu, H. Sun, Z. Li, J. Qiu, and H. Gao, “A scan-based hierarchical527
heuristic optimization algorithm for PCB assembly process,” IEEE Trans.528
Ind. Inform., vol. 20, no. 3, pp. 3609–3618, Mar. 2024.529

[7] J. Ashayeri and W. Selen, “A planning and scheduling model for onsertion530
in printed circuit board assembly,” Eur. J. Oper. Res., vol. 183, no. 2,531
pp. 909–925, Dec. 2007.532

[8] C. Raduly-Baka, T. Knuutila, M. Johnsson, and O. S. Nevalainen, “Se-533
lecting the nozzle assortment for a gantry-type placement machine,” OR534
Spectr., vol. 30, no. 3, pp. 493–513, Nov. 2008.535

[9] S. Guo, K. Takahashi, and K. Morikawa, “PCB assembly scheduling with536
alternative nozzle types for one component type,” Flexible Serv. Manuf.537
J., vol. 23, no. 3, pp. 316–345, Sep. 2022.538

[10] C. Raduly-Baka, M. Johnsson, and O. S. Nevalainen, “Tool-feeder par-539
titions for module assignment in PCB assembly,” Comput. Oper. Res.,540
vol. 78, pp. 108–116, Feb. 2017.541

[11] D.-S. Sun and T.-E. Lee, “A branch-and-price algorithm for placement542
routing for a multi-head beam-type component placement tool,” OR.543
Spectr., vol. 30, no. 3, pp. 515–534, Jun. 2008.544

[12] S. Guo, F. Geng, K. Takahashi, X. Wang, and Z. Jin, “A MCVRP-based545
model for PCB assembly optimisation on the beam-type placement ma-546
chine,” Int. J. Prod. Res., vol. 57, no. 18, pp. 5874–5891, Sep. 2019.547

[13] J. Ashayeri, N. Ma, and R. Sotirov, “An aggregated optimization model548
for multi-head SMD placements,” Comput. Ind. Eng., vol. 60, no. 1,549
pp. 99–105, Jan. 2011.550

[14] G.-Y. Zhu, X. Ju, and W.-B. Zhang, “Multi-objective sequence optimiza-551
tion of PCB component assembly with GA based on the discrete frechet552
distance,” Int. J. Prod. Res., vol. 56, no. 11, pp. 4017–4034, Mar. 2018.553

[15] M. Ayob and G. Kendall, “The optimisation of the single surface mount554
device placement machine in printed circuit board assembly: A survey,”555
Int. J. Syst. Sci, vol. 40, no. 6, pp. 553–569, 2009.556

[16] D.-S. Sun, T.-E. Lee, and K.-H. Kim, “Component allocation and feeder557
arrangement for a dual-gantry multi-head surface mounting placement558
tool,” Int. J. Prod. Econ., vol. 95, no. 2, pp. 245–264, Feb. 2005.559

[17] Z. Li, X. Yu, J. Qiu, and H. Gao, “Cell division genetic algorithm for560
component allocation optimization in multi-functional placers,” IEEE561
Trans. Ind. Inform., vol. 18, no. 1, pp. 559–570, Jan. 2022.562

[18] D. Li and S. W. Yoon, “PCB assembly optimization in a single gantry563
high-speed rotary-head collect-and-place machine,” Int. J. Adv. Manuf.564
Technol., vol. 88, pp. 2919–2834, 2017.565

[19] H.-P. Hsu, “Solving feeder assignment and component sequencing prob-566
lems for printed circuit board assembly using particle swarm optimization,”567
IEEE Trans. Autom. Sci. Eng., vol. 14, no. 2, pp. 881–893, Apr. 2017.568

[20] H.-P. Hsu and S.-W. Yang, “Optimization of component sequencing and569
feeder assignment for a chip shooter machine using shuffled frog-leaping570
algorithm,” IEEE Trans. Autom. Sci. Eng., vol. 17, no. 1, pp. 56–71,571
Jun. 2020.572

[21] G.-Y. Zhu and W.-B. Zhang, “An improved shuffled frog-leaping algorithm573
to optimize component pick-and-place sequencing optimization problem,”574
Expert Syst. Appl., vol. 41, no. 15, pp. 6818–6829, Nov. 2014.575

[22] S. Torabi, M. Hamedi, and J. Ashayeri, “A new optimization approach576
for nozzle selection and component allocation in multi-head beam-577
type SMD placement machines,” J. Manuf. Syst., vol. 32, pp. 700–714,578
Oct. 2013.579

[23] D. Li, T. He, and S. W. Yoon, “Clustering-based heuristic to optimize580
nozzle and feeder assignments for collect-and-place assembly,” IEEE581
Trans. Autom. Sci. Eng., vol. 16, no. 2, pp. 755–766, Apr. 2019.582

[24] T. He, D. Li, and S. W. Yoon, “An adaptive clustering-based genetic583
algorithm for the dual-gantry pick-and-place machine optimization,” Adv.584
Eng. Inform., vol. 37, pp. 66–78, Aug. 2018.585

[25] L. Gurobi Optimization, “Gurobi optimizer reference manual,” 2022.586
[Online]. Available: https://www.gurobi.com587

Guangyu Lu (Graduate Student Member, 588
IEEE) was born in Taiyuan, China, in 1996. He 589
received the B.E. degree in automation from 590
Dalian Maritime University, Dalian, China, in 591
2015. He is currently working toward the Ph.D. 592
degree in control science and engineering with 593
Harbin Institute of Technology, Harbin, China. 594

His current research interests include produc- 595
tion scheduling and combinatorial optimization. 596

597

Zhengkai Li was born in Jinan, China, in 1991. 598
He received the B.E. degree in detection, guid- 599
ance, and control technology and the M.E. de- 600
gree in control engineering from Northwest- 601
ern Polytechnical University, Xi’an, China, in 602
2013 and 2016, respectively. He received the 603
Ph.D. degree in control science and engineering 604
from the Harbin Institute of Technology, Harbin, 605
China, in 2022. 606

He is currently with the Research Institute 607
of Interdisciplinary Intelligent Science, Ningbo 608

University of Technology, Ningbo, China. His current research interests 609
include scheduling and systems optimization. 610

611

Hao Sun received the B.E. degree in automa- 612
tion from the Shandong University of Science 613
and Technology, Qingdao, China, in 2011, and 614
the M.S. and Ph.D. degrees in control theory Q4615
and engineering from Harbin Institute of Tech- 616
nology, Harbin, China, in 2013 and 2020, re- 617
spectively. 618

He was a Visiting Student with the School of 619
Computer and Mathematical Sciences, Univer- 620
sity of Adelaide, Australia in 2017. He is cur- 621
rently a Research Associate with the Yongjiang 622

Laboratory. His research interests include intelligent control, computer 623
vision and visual servo. 624

625

Xinghu Yu (Member, IEEE) was born in Yantai, 626
China, in 1988. He received the M.M. degree 627
in osteopathic medicine from Jinzhou Medical 628
University, Jinzhou, China, in 2016, and the 629
Ph.D. degree in control science and engineering 630
from the Harbin Institute of Technology, Harbin, 631
China, in 2021. 632

He is currently the Chief Executive Officer 633
with the Ningbo Institute of Intelligent Equipment 634
Technology Company Ltd., Ningbo, China. He 635
has authored more than ten technical papers for 636

conference proceedings and refereed journals including IEEE TRANSAC- 637
TIONS journals. He holds more than 20 invention patents. His research 638
interests include the switched systems, intelligent control, and biomedi- 639
cal image processing. 640

641

Jiahu Qin (Senior Member, IEEE) received the 642
first Ph.D. degree in control science and en- 643
gineering from Harbin Institute of Technology, 644
Harbin, China, in 2012 and the second Ph.D. de- 645
gree in systems and control from the Australian 646
National University, Canberra, ACT, Australia, in 647
2014. 648

He is currently a Professor with the De- 649
partment of Automation, University of Science 650
and Technology of China, Hefei, China. His 651
current research interests include networked 652

control systems, autonomous intelligent systems, and human–robot 653
interaction. 654

655



IE
EE P

ro
of

10 IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS

Jianbin Qiu (Fellow, IEEE) received the B.Eng.656
and Ph.D. degrees in mechanical and electrical657
engineering from the University of Science and658
Technology of China, Hefei, China, in 2004 and659
2009, respectively. He received the Ph.D. de-660
gree in mechatronics engineering from the City661
University of Hong Kong, Kowloon, Hong Kong,662
in 2009.663

He is currently a Full Professor with the664
School of Astronautics, Harbin Institute of Tech-665
nology, Harbin, China. He was an Alexander von666

Humboldt Research Fellow at the Institute for Automatic Control and667
Complex Systems, University of Duisburg-Essen, Duisburg, Germany.668
His current research interests include intelligent and hybrid control sys-669
tems, signal processing, and robotics.670

Dr. Qiu is the Chair of the IEEE Industrial Electronics Society Harbin671
Chapter, China. He is an Associate Editor of IEEE TRANSACTIONS672
ON FUZZY SYSTEMS, IEEE TRANSACTIONS ON CYBERNETICS, and IEEE673
TRANSACTIONS ON INDUSTRIAL INFORMATICS.674

675

Huijun Gao (Fellow, IEEE) received the Ph.D. 676
degree in control science and engineering from 677
Harbin Institute of Technology, Harbin, China, in 678
2005. 679

From 2005 to 2007, he was Postdoctoral Re- 680
searcher with the Department of Electrical and 681
Computer Engineering, University of Alberta, 682
Edmonton, AB, Canada. Since 2004, he has 683
been with the Harbin Institute of Technology, 684
where he is currently a Chair Professor and the 685
Director of the Research Institute of Intelligent 686

Control and Systems. His research interests include intelligent and ro- 687
bust control, robotics, mechatronics, and their engineering applications. 688

Dr. Gao is the Vice President of the IEEE Industrial Electronics Soci- 689
ety and a Council Member of the International Federation of Automatic 690
Control. He is/was an Editor-in-Chief of IEEE/ASME TRANSACTIONS 691
ON MECHATRONICS, a Co-Editor-in-Chief of IEEE TRANSACTIONS ON IN- 692
DUSTRIAL ELECTRONICS, and an Associate Editor of Automatica, IEEE 693
TRANSACTIONS ON CYBERNETICS, and IEEE TTRANSACTIONS ON INDUS- 694
TRIAL INFORMATICS. He is a Member of the Academia Europaea and 695
a Distinguished Lecturer of the IEEE Systems, Man, and Cybernetics 696
Society. 697

698



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


